
Advanced Research Computing — Technology Services provides access to and support 
for advanced computing resources.  ARC-TS facilitates new and more powerful 
approaches to research challenges in fields ranging from physics to linguistics, and from 
engineering to medicine. 
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The DSI 

In 2015, U-M announced the Data Science Initiative, investing 
$100 million over five years to enhance opportunities for student 
and faculty researchers across the university to tap into the 
enormous potential of big data.  The initiative included the goal of 
expanding U-M's research computing capacity. 

ARC-TS, in furtherance of that goal, set out to 
design and implement a big data Hadoop cluster for 
use by researchers across campus. 



Cavium Partnership 

In late 2016, Cavium, Inc. (NASDAQ: CAVM) 
agreed to gift U-M 100+ ThunderX servers 
valued at $3.5 million to build a large scale Hadoop cluster. 
 
The gift is structured in three phases, and by year three the cluster will 
have over 10,000 cores, 55TB of memory, and 9PB of storage. 

Because of this gift, ARC-TS will be able to provide a large scale 
Hadoop ecosystem for free to any researcher at U-M. 



Hortonworks HDP 

In mid 2017, ARC-TS partnered with HortonWorks, a leading provider of 
curated and tested Hadoop Ecosystem components to develop a version of 
its signature Hadoop software bundle HDP for use on ThunderX. 

Java OpenJDK on ARM is ready today. 

While the Hadoop ecosystem is written in Java, some components 
still have x86_64 dependencies or optimizations. 



At U-M, the core of Hadoop is successfully running on ARM 

What we have running today 

●  HDFS - HA 
●  YARN - HA 
●  Hive 2 - HA 
●  Spark 2 
●  Mapreduce 
●  Pig 


